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Top Quarks - Motivation and Production
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Images: Fermilab

https://www-d0.fnal.gov/Run2Physics/top/public/winter05/singletop/plain_english_summary/
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Top Quarks - Decay
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Images: Fermilab

Boosted

https://www-d0.fnal.gov/Run2Physics/top/top_public_web_pages/top_feynman_diagrams.html
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The Neural Net
Intuitive thing to do: 
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Neural Net of 
some kind

- DNN 
- LSTM

But … we 
know physics 

Top/not top
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Clustering Algorithms
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Anti-kt algorithm

kt algorithm
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What kind of neural network? 
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Tree structure & 
combination of 
constituents

Really complicated data
Competition - some models 
have 
>1000 rejection @ 30% 
signal eff.

Image from [2]
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Stack-augmented Parser Interpreter (SPINN)
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Image: C. Olah

https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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Training

Total data: ~ 2 M events 
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Preprocessing
Clustering

(Expensive!)

Jet Constituents 
“particles”

Clustering Order

SPINN net & prediction 
(top or not)
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Results
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Anti-kt 
algorithm

kt algorithm

Loss in Time
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Takeaways
- Currently the anti-kt algorithm is most competitive, despite having unrealistic 

tree structure
- The SPINN network is a logical fit 

- Top quarks are interesting 
- Identifying them is hard
- We can inject physics into machine learning
- But this doesn’t always improve performance
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What now? 
- More data 
- Different clustering algorithms

- But should we be clustering at all? 
- How much should we care about how “realistic” the clustering is? 

- Different neural networks
- Using a less diverse momentum data set 
- Injecting more/different physics
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Thanks! 
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Backup
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Paper for reference 
- Bowman et al.: A Fast Unified Model for Parsing and Sentence Understanding 

https://nlp.stanford.edu/pubs/bowman2016spinn.pdf
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https://nlp.stanford.edu/pubs/bowman2016spinn.pdf
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